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1. Introduction

String/M-theory theory has long held the promise to provide us with a complete and fi-

nal description of the laws of physics in our universe. In its original formulation it is a

ten(eleven) dimensional theory, while the low energy physics is described by a four dimen-

sional theory. One approach to reduce String/M-theory from ten(eleven) to four spacetime

dimensions is the so called process of compactification. It consists in studying the theory on

a geometric background of the form M3,1×X. M3,1 is identified with our spacetime, while

the manifold X is chosen to be small and compact, such that the six(seven) additional

dimensions are not detectable in experiments.
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The process of compactification introduces a high amount of ambiguity, as String/M-

theory allows many different choices of X. To get the effective four dimensional theory,

one should integrate out the massive string states [2], together with the massive Kaluza-

Klein (KK) [3, 4] modes appearing in the process of compactification. The structure of

the obtained four dimensional theory strongly depends on the chosen internal manifold X.

The properties of X determine the amount of preserved supersymmetry and the surviving

gauge group of the lower dimensional effective theory. Usually one requires X to preserve

some supercharges, both for phenomenological reasons and because String/M-theory on

supersymmetric background is under much better control than on non-supersymmetric

ones. This requirement is actually translated into a geometric condition on the compact

manifold: it must have reduced holonomy. In particular in many cases this implies the

internal manifold to be a Calabi-Yau (CY), i.e a six dimensional compact manifold with

SU(3) holonomy. After compactification and reduction to the four dimensional theory, one

would like at least to obtain a realistic spectrum. But here one encounters one of the

main problems in compactification: the presence of moduli. These are parameters that

label continuous degeneracies of the metric of a consistent choice of a compact manifold

X corresponding to fluctuations of its size and shape. They can generically take arbitrary

values. In four dimensions, they appear as massless neutral scalar fields. These scalars are

not present in our world and one should find a mechanism to generate a potential for them,

in such a way that they acquire a mass and are not dynamical in the low energy action.

Moreover, the low energy masses and coupling constants are functions of the moduli.

In order to introduce a potential that stabilises the moduli, one should add some new

ingredients to the compactification. One of them, largely studied in the recent years, is

the introduction of non-zero fluxes threading nontrivial cycles of the compact manifold.

Each of the limits of M-theory mentioned above has certain p-form gauge fields, which

are sourced by elementary branes. Background values for their field strength can actually

stabilise the moduli. This is because, their contribution to the total energy will depend on

the moduli controlling the size of the cycles that the fluxes are threading. If the generated

potential is sufficiently general, minimising it will stabilise the moduli to fixed values. Some

beautiful recent reviews on flux compactifications are [5 – 7].

The fluxes are subject to a Dirac-like quantisation condition. Hence they take discrete

values, that add to the other discrete parameters parametrising the compactification data,

such as for instance the brane charges. The four dimensional effective moduli potential

depends on these discrete data. Varying them we get an ensemble of effective four dimen-

sional potentials. Minimising the potential for different values of the parameters we obtain

a set of vacua. Putting all together, one gets an huge number of lower dimensional string

groundstates (vacua). The set of all these four dimensional constructions is called “the

Landscape”.

In this paper we will consider a particular subset of the Landscape: Type IIA com-

pactification with fluxes. In [8] it was found that turning on all possible RR and NSNS

fluxes, fixes all the CY geometric moduli at the classical level. One could try to go to the

M-theory dual of this compactification, but some fluxes transform to geometry and the

compactification manifold is no more a special holonomy manifold. If one starts from M-
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theory compactification on a G2 manifold with fluxes turned on and dualises to type IIA,

one gets that the only non vanishing fluxes are the 3-form and 4-form: neither in the M-

theory nor in the Type IIA setting this is enough to fix all the geometric moduli [9]. In [10]

it was found a mechanism to fix all the geometric moduli in M-theory compactification

with fluxes by turning on non-Abelian degrees of freedom coming from the gauge theory

living on ADE singularities of the compact manifold. These give a constant contribution

to the superpotential that stabilises all the moduli.

We consider the same contribution to the superpotential in Type IIA compactifica-

tions on CY. In this case, the degrees of freedom responsible for the constant term in the

superpotential come from non-Abelian background gauge fields living on D6-branes. We

will consider models with H3 and F4 turned on and m, F2, F6 vanishing: this assumption

simplifies the scalar potential with respect to the generic case with all the fluxes turned

on. The potential is proven to be formally equal to the M-theory dual, once identified the

moduli and the fluxes in the two theories. So the mechanism studied in [10] works for this

class of Type IIA vacua, and we are assured that all the moduli are fixed.

Given an explicit formula for the Kähler potential and the superpotential, one can

compute the scalar potential. We will consider a class of models for which the Kähler

potential is suggested by studying toroidal orbifold compactifications. We minimise the

corresponding potential and find all the extremal points. In particular we find a non-

supersymmetric AdS absolute minimum that could become dS after uplifting. The results

are valid both for Type IIA flux vacua and for the M-theory duals. We will study the

consistency of the solutions with the approximations done and compare the results with

the M-theory flux vacua of [1], that were found using a different Kähler potential.

The paper is organised as follows. In the next section we describe M-theory and type

IIA vacua, focusing on the potential generated by fluxes and how the two sets of vacua

are related. In section 3 we discuss Type IIA flux compactification on orbifolds and the

Kähler potential for the untwisted moduli. Using them, we will get an explicit form of the

scalar potential. In section 4 we study in detail the potential for a particular set of orbifold

models. We obtain all the minima of the potential and discuss the physical properties of

the two most interesting vacua. We also briefly consider the same potential in the dual

M-theory picture. In section 5 we present a note on M-theory vacua without flux and

final in section 6 we give our conclusions. In the appendix detailed calculation referring to

section 4 are reported.

2. M-theory and type IIA flux vacua

2.1 M-theory flux vacua

In this section we will review the M-theory compactification with fluxes.

M-theory is locally supersymmetric and is described at low energy by the eleven di-

mensional supergravity. Its action is given by:

S =
1

2κ2
11

[
∫

d11x
√−gR −

∫
(

1

2
G ∧ ∗G − 1

6
C ∧ G ∧ G

)]

(2.1)
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The bosonic fields are the eleven dimensional metric and a 3-form C, whose field strength

is G = dC.

To obtain a four dimensional theory, we have to compactify on a seven dimensional

manifold X. Requiring N = 1 supersymmetry in four dimensions poses constraints on the

holonomy group of X, i.e. it should be G2. A central point concerning such G2 compact-

ification is that, if X is smooth, the four dimensional physics contains at most Abelian

gauge group and no light charged fermions. These features arise in the effective theory

if we compactify on a singular G2 holonomy manifold [11, 12]. In particular if X admits

a three dimensional locus Q of ADE singularities, the low energy theory contains a SYM

theory on M3,1 × Q [11].

The G2 holonomy allows for exactly one covariantly constant spinor which can be used

to define a real, harmonic and covariantly constant 3-form Φ. The moduli space of the

metric has dimension b3(X) = dim H3(X, R) and can be parametrised by expanding Φ

into the basis of harmonic 3-forms φi:

Φ = si(x)φi (2.2)

The scalars si are combined to the ones coming from the KK expansion of the 3-form

potential C:

C = ti(x)φi (2.3)

The complex scalars zi = ti + isi form the bosonic components of b3(X) chiral multiplets.

The four dimensional theory is an N = 1 supergravity. Its action is completely de-

termined in terms of the Kähler potential K, the superpotential W and the gauge kinetic

functions f .

The Kähler potential is given by:

K = −3 ln (VX) with VX =
1

7

∫

X
Φ ∧ ∗Φ (2.4)

VX is the compactification volume in Planck units, as VX = VolX m7
P , where mP is the

eleven dimensional Planck mass. VX has to be a homogeneous function of the si of degree

7/3 [9].

When a 4-form flux G is turned on, it induces the superpotential [9]:

W0 =

∫

X

(

1

2
C + iΦ

)

∧ G (2.5)

This superpotential does not fix the moduli, as the induced potential is positive definite and

runs down to zero at infinite volume. However, (2.5) does not include possible contributions

coming from the gauge theory living on the ADE-locus Q. Non-Abelian flux for these

degrees of freedom actually gives an additional contribution to the superpotential which

stabilise all the moduli [10]. It works if the submanifold Q admits a complex, non-real

Chern-Simons invariant [10]. This is the case if, for example, Q is a hyperbolic manifold.

The final superpotential is:

W = W0 + (c1 + ic2) =

b3
∑

j=1

zjNj + c1 + ic2 (2.6)
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The expression for W0 is given by expanding G on the basis of harmonic 4-forms that

are dual to the φi’s on X, while c = c1 + ic2 is the Chern-Simons contribution to the

superpotential. In general the constant c is complex. In particular the real part is only

well defined modulo 1 in appropriate units and is essentially the more familiar real Chern-

Simons invariant. Its imaginary part however can in general take any possibly large real

number [10].

To write an explicit form for the scalar potential, one needs the exact form of the

Kähler potential, and in particular of the volume function VX . Unfortunately, unlike the

CY case, where the volume function is always a third order homogeneous polynomial in

the Kähler moduli, no strong constraints on VX are known for G2 holonomy manifolds.

The only condition is that VX must be a homogeneous function of degree 7/3 and that

the second derivative of K must be positive definite (as it gives the kinetic energies of the

moduli). In general it is difficult to find simple candidate volume functions satisfying these

constraints. In [1] the authors suggested a simple but general formula for VX :

VX =
b3
∏

i=1

(si)
ai with

b3
∑

i=1

ai =
7

3
(2.7)

If ai > 0 ∀i, this gives a positive metric on the moduli space [1].

One is then able to compute the scalar potential, using the standard form:

V = eK
(

gij̄DiWDjW − 3|W |2
)

(2.8)

Here the covariant derivative is given by DiW = ∂iW + ∂iK W .

This potential was studied in details in [1] and all its extremal points were found. The

vacua are labelled by (Ni, σi) (i = 1, . . . , b3), where Ni are the fluxes and σi = ±1. Putting

all σi = +1 gives a supersymmetric AdS vacuum. The other 2b3 − 1 choices correspond to

nonsupersymmetric vacua. Not all of these vacua exist within the supergravity approxima-

tion; however an exponentially (in b3) large number survive. In [1] it was also shown that

all de Sitter vacua are classically unstable, while a large number of non-supersymmetric

AdS vacua are metastable.

2.2 Type IIA flux vacua

To derive a four dimensional description of the Type IIA orientifold vacua with fluxes,

one reduces to four dimensions the ten dimensional action of Type IIA massive supergrav-

ity [13]. In string frame it is given by:

S =
1

2κ2
10

∫

d10x
√−g

(

e−2φ

(

R+4(∂Mφ)2− 1

2
|H|2

)

−(|F̃2|2+|F̃4|2 + m2)

)

+SCS+Sloc

(2.9)

with 2κ2
10 = (2π)7α′4.

The fields involved are the metric g , the dilaton φ, the NSNS field strength H (with

potential B) and the RR field strengths: the zero form F0 = m which is not dynamical,
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the 2-form F̃2 and the 4-form F̃4 (with potentials C1 and C3). The physical field strengths

are:

F̃2 = dC1 + mB (2.10)

F̃4 = dC3 −
m

2
B ∧ B − C1 ∧ H3 (2.11)

SCS is the Chern-Simons term and Sloc is the contribution of the localised sources included

in the compactification.

Here we consider the compactification on a CY 3-fold Y , with orientifold O6-planes.

In Type IIA the complex structure moduli are promoted to quaternionic multiplets by

combining them with the RR axions. The expansion of Ω and C3 on the basis of harmonic

3-forms is given by:

Ω = ZK̂αK̂ −FK̂βK̂ C3 = ξK̂αK̂ − ξ̃K̂βK̂ (2.12)

where {αK̂ , βK̂} are a basis in H3(X). The ZK̂ (K̂ = 0, . . . , h2,1) are projective coordinates

on the complex structure moduli space (where we can take zK = ZK/Z0 with K 6= 0 as

local coordinates), while FK̂ are functions of them. From C3, we get h2,1+1 complex axions.

The axions coming from ξ0, ξ̃0 join the axion-dilaton, while the other h2,1 quaternionise

the zK . The orientifold projection cuts this quaternionic space and the Kähler potential is

changed sensitively.

The orientifold projection is given by the operator O = Ωp(−1)FLσ, where σ is an

antiholomorphic involution of the CY. It acts on the forms J and Ω as:

σ∗J = −J, σ∗Ω = e2iθΩ̄ (2.13)

with θ some arbitrary phase. The orientifold involution splits H3 = H3
+ + H3

−. Each of

these eigenspaces is of real dimension h2,1 + 1. We split the basis for H3 into a set of even

forms {αk, β
λ} and a set of odd forms {αλ, βk}; here k = 0, . . . , h̃ while λ = h̃+1, . . . , h2,1.

Then the orientifold projections requires (taking θ = 0):

ImZk = ReFk = ReZλ = ImFλ = 0 (2.14)

Half of these conditions are constraints on the moduli, while the other half follow automat-

ically for a space admitting the antiholomorphic involution σ [13]. We see that for each

complex zK , only one real component survives the projection. The condition that C3 must

be even under σ truncates the space of axions in half to ξk, ξ̃λ. In addition, the orientifold

projects in the dilaton and one of ξ0 and ξ̃0. So from each hypermultiplet, we get a single

chiral multiplet, whose scalar components are the real or imaginary part of the complex

structure modulus, and a RR axion.

We can summarise the surviving hypermultiplet moduli in terms of the object

Ωc = C3 + 2iRe(CΩ) (2.15)

Here, C is a compensator which incorporates the dilaton dependence via

C = e−D+KC/2, eD =
√

8eφ+Kk/2 (2.16)
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where KC and Kk are the Kähler potential for the metric on the CY moduli space [14].

One should think of eD as the four dimensional dilaton. The surviving moduli are then

the expansion of Ωc in a basis for H3
+:

nk =
1

2

∫

Y
Ωc ∧ βk =

1

2
ξk + iRe(CZk) (2.17)

Tλ = i

∫

Y
Ωc ∧ αλ = iξ̃λ − 2Re(CFλ) . (2.18)

The Kähler potential which governs the metric on the CY orientifold complex structure

moduli space takes the form:

KQ = −2 ln

(

2

∫

Y
Re(CΩ) ∧ ∗Re(CΩ)

)

= −2 ln
(

Im(CZλ)Re(CFλ) − Re(CZk)Im(CFk)
)

(2.19)

The Kähler potential for the Kähler moduli remains of the same form as without

orientifold:

Kk = − ln

(

4

3

∫

X
J ∧ J ∧ J

)

(2.20)

The only difference is that only odd fluctuations of J survive. Actually, J is complexified

by B in defining:

Jc = B + iJ (2.21)

Since Jc is odd under the orientifold projection, it is expanded on a basis ωa of h1,1
− odd

harmonic forms:

Jc = taωa, ta = ba + iva (2.22)

We can now turn on the fluxes which are projected in by the orientifold. It turns out

that H and F̃2 must be odd under the anti-holomorphic involution σ, while F̃4 should be

even. Se we can expand the fluxes as:

Hf = qλαλ − pkβ
k, F f

2 = −maωa, F f
4 = eaω̃

a (2.23)

where ω̃a are the 4-forms dual of the ωa. Since the volume form is odd, while the former

are even the second are odd. There are in addition two parameters m and e0 parametrising

the F0 and F6 fluxes on Y .

The background fluxes contribute to the total D6 charge, together with the orientifold

O6-plane. Actually the Bianchi identity for F2 is given by

dF̃2 = mH − µ6δ3 (2.24)

where δ3 is the Poincaré dual three-form of the 3-cycle wrapped by the O6-plane. In-

tegrating this equation over any 3-cycle produces a cancellation condition between the

combination mH3 of the RR 0-form flux and the NSNS 3-form flux, and the background

O6-plane charge. Adding D6-branes also would contribute. This is the analogue of the

effective D3 charge of the 3-form fluxes in Type IIB. In Type IIA there are other RR fluxes

that are not constrained.

– 7 –
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The N = 1 potential generated by these fluxes is determined (through (2.8)) by the

Kähler potential

K = Kk + KQ (2.25)

and by the superpotential:

W =

∫

Y

(

Ωc ∧ Hf + F f
6 + Jc ∧ F f

4 − 1

2
Jc ∧ Jc ∧ F f

2 − m

6
Jc ∧ Jc ∧ Jc

)

(2.26)

This superpotential depends, in general, on all the geometric moduli at tree-level. The

system of equations governing supersymmetric vacua is:

DtaW = DnkW = DTλ
W = 0 (2.27)

In [8] it was shown that under reasonably general assumptions, one can stabilise all geo-

metric moduli in these constructions. The same considerations show that in the leading

approximation, h2,1
+ axions will remain unfixed. These solutions can moreover be brought

into a regime where gs is arbitrary small and the volume is arbitrary large.

2.3 Relation between M-theory and type IIA vacua

In [15], it was argued that for a special class of G2 compactification manifolds X, Type IIA

orientifolds appear at special loci in their moduli space. More precisely, these G2 manifolds

have to be such that they admit the form X = (Y × S1)/σ̂, where Y is a CY 3-fold and

σ̂ = (σ,−1) is an involution which inverts the coordinates of the circle S1 and acts as

an antiholomorphic isometric involution on Y . σ and σ̂ can have non-trivial fixed points

making X a singular G2 manifold.

The G2 embedding of Type IIA orientifolds can be found in [13]. The invariant 3-form

Φ can be written in terms of the invariant forms defining the CY structure (J and Ω). The

relation is given by:

Φ = J ∧ dy7 + 2Re(CΩ) (2.28)

where y7 is a coordinate along S1 and the 1-form dy7 is normalised such that
∫

S1 dy7 = 2πR,

with R the dilaton independent radius of the internal circle. Substituting it in the Kähler

potential (2.4), one gets:

K = − ln

(

1

6

∫

Y
J ∧ J ∧ J

)

− 2 ln

(

2

∫

Y
Re(CΩ) ∧ ∗6Re(CΩ)

)

(2.29)

This is exactly the form of the Type IIA Kähler potential Kk + KQ.

In order to find how the superpotential transforms one needs the expressions for the

potential C and the field strength G:

C = B ∧ dy7 + C3 G = dC + Hf ∧ dy7 + F f
4 (2.30)

Substituting (2.28) and (2.30) into (2.5),(2.6), one finds:

W =

∫

Y

(

Jc ∧ F f
4 + Ωc ∧ Hf

)

+ c1 + ic2 (2.31)
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This is different from what was found in [8]. At first, the fluxes m and F f
2 are zero; actually

they should arise once manifolds of G2 structure (instead of G2 holonomy) are considered.

Secondly, there is a constant term c1 + ic2. In M-theory it comes from non-Abelian gauge

degrees of freedom living on the singularities. These singularities are dual to D6-branes, so

this term must arise from non-Abelian background values of fields living on D6-branes, as

argued in [10]. In what follows, we will also make the same assumption of [10], i.e. that the

moduli space of the flat complex connections is zero dimentional. Otherwise one should

consider the light fields coming from the open string sector in the stabilization analysis.

The relation between the moduli is very simple. The M-theory moduli come from the

expansion of C + iΦ, while the Type IIA moduli from the expansions of Jc and Ωc. Using

the relations (2.28) (2.30) one obtains:

ziφi = C + iΦ = Jc ∧ dy7 + Ωc = taωa ∧ dy7 + 2nkαk + iTλβλ (2.32)

This gives the identification za = ta and zK = (nk, Tλ) [13]. Analogous identifications can

be done for flux parameters.

One important consequence is that, when it is written in terms of flux parameters and

moduli, the potential is formally the same for M-theory and Type IIA.

3. Type IIA on orientifolds

In this section we will consider compactification of Type IIA on the orbifold limit of a

CY. We will turn on H and F4 fluxes and the constant c = c1 + ic2. We are able to

compute the explicit potential. Minimising it we will find all the supersymmetric and

non-supersymmetric vacua.

3.1 Toroidal orbifolds

A six dimensional toroidal orbifold is the space resulting from the modding of the torus

T 6 with a discrete isometry group Γ: Y = T 6/Γ. When this group does not act freely,

we have a proper orbifold, i.e. a singular space. We consider only orbifolds with Abelian

point group. The action of the generator θ of ZN on the torus T 6 is given by the 3-vector

(u1, u2, u3) (with 0 ≤ ui < 1):

θ : (w1, w2, w3) 7→ (e2πiu1w1, e2πiu2w2, e2πiu3w3) (3.1)

where wi are complex coordinates on T 6. To obtain N = 2 supersymmetry in four dimen-

sions (before orientifolding), the group Γ must be a subgroup of SU(3), to furnish SU(3)

holonomy and to give a singular limit of a CY. This requires ±u1 ± u2 ± u3 = 0 (see Ch.

8,9 in [7]). Implying also that Γ must act crystallographically on the lattice specified by

T 6, leads to relative few choices for Γ, i.e. Γ = ZN with N = 3, 4, 6, 7, 8, 12 or Γ = ZM ×ZN

with M multiple of N and N = 2, 3, 4. Z6, Z8 and Z12 have two different embedding in

SO(6).

The modding by the group Γ cuts some of the moduli of the torus. In a CY compacti-

fication, we have h1,1 Kähler moduli and h2,1 complex structure moduli. A six dimensional
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torus has nine (1,1) harmonic forms and nine (2,1) harmonic forms. The orbifold group

Γ projects out some of the harmonic forms. The so called untwisted moduli of the orb-

ifold compactification are related to these surviving forms. The twist elements θ, . . . , θN−1

produce conical singularities at the fixed points. In a small neighbourhood around them,

the space is locally C3/Γ (isolated singularity) or C2/Γ(2) × C (non-isolated singularity).

Roughly speaking, the singularities are resolved by substituting them with some new cycles.

This introduces other geometric moduli that are called twisted moduli.

In what follows, we will consider the orbifold limit of the resolved CY, which means

that we will take the twisted moduli small compared to the untwisted one, and we will

neglect them. At the end of calculation, we will justify this procedure, showing that the

twisted moduli can be stabilised at higher energy than the untwisted ones, just by tuning

fluxes on the cycles resolving the singularities.

Let us then concentrate on the untwisted moduli. The (1,1) form on T 6 are the nine

forms dwi∧dw̄j̄ . If all the ui’s are different from each other, only the three forms dwi∧dw̄ī

survive the orbifold projection. If two of the ui’s are equal to each other, say u1 = u2,

also the two forms dw1 ∧ dw̄2̄ and dw2 ∧ dw̄1̄ survive, giving h1,1
untw = 5. The case of Z3

is particular, because it has (u1, u2, u3) = (1/3, 1/3,−2/3) and so the phases e2πiui are all

equal to each others, giving h1,1
untw = 9. With analogous arguments, one can show that the

only possible values for h2,1
untw are 0 or 1 for all the orbifold considered above, except for

Z2 × Z2 that has h2,1
untw = 3.

We now introduce an orientifold 06-plane. It fills the four spacetime dimensions and

wraps a supersymmetric 3-cycle. It gives N = 1 supersymmetry in four dimensions. The

3-cycle is the fixed point set of the antiholomorphic involution σ. The orientifold projection

cuts part of the moduli that survived the orbifold one.

Under σ, the forms dwi ∧ dw̄ī are odd and so they are projected in. Also one linear

combination of dw1 ∧ dw̄2̄ and dw2 ∧ dw̄1̄ is odd, while the orthogonal one is even. So

the possible values for h1,1
(−)untw are 4 or 3 (we are neglecting the Z3 case). As regard

the complex structure moduli, we have seen above that only one real component of each

complex modulus survives.

Thus, for all the orientifolds of the orbifold models listed above (apart for Z3 and

Z2 × Z2), the number of untwisted Kähler moduli is 3 or 4, while the number of complex

structure moduli is 0 or 1. We will consider first the case of h1,1
(−)untw = 3 and then we will

treat the case h1,1
(−)untw = 4 in more details.

3.1.1 h1,1
(−)untw = 3: dual to M-theory vacua

In the case when h1,1
(−)untw = 3, the Kähler form is expanded as

J =

3
∑

i=1

vi ωi (3.2)

where ωi ∝ dwi ∧ dw̄ī. The Kähler potential for the Kähler moduli is:

Kk = − ln (κv1v2v3) (3.3)
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where κ =
∫

ω1 ∧ ω2 ∧ ω3.

The 4-form F f
4 is even under σ and is expanded on the dual basis ω̃i of ωi: F f

4 = Niω̃i.

Let us see what happens to the complex structure moduli sector.

• When h2,1
untw = 0, the third cohomology group has dimension equal to 2. Its basis is

made up of two elements: α0, that is even, and β0, that is odd. The expansion of Ω

on this basis is then given by:

Ω =
1√
2
α0 + i

1√
2
β0 (3.4)

where we have imposed the normalisation i
∫

Y Ω ∧ Ω̄ = 1. From here and (2.12) we

can identify: Z0 = iF0 = 1√
2
. Actually there are no complex structure moduli, and

the dilaton is the only modulus appearing in KQ, that takes the form:

KQ = −2 ln(
1

2
ℓ2) (3.5)

where ℓ ≡ 2Imn0 (see (2.17)); in this particular case Imn0 = e−D√
2

. Since h2,1
untw = 0,

the 3-form Hf (that is odd under σ) is proportional to β0: H = pβ0.

In summary, when h1,1
(−)untw = 3 and h2,1

untw = 0, the Kähler potential and the super-

potential are given by:

K = Kk + KQ = − ln

(

1

4
κ v1v2v3ℓ

4

)

= −3 ln

(

1

4
κ v1v2v3ℓ

4

)1/3

(3.6)

W = W1 + iW2 = (ξNℓ + Nibi + c1) + i(ℓNℓ + Nivi + c2) (3.7)

With the dictionary given in section 2.3 , we see that these expressions are written,

in M-theory language, as:

K = −3 ln(VX) ; VX = s
1/3
1 s

1/3
2 s

1/3
3 s

4/3
4 (3.8)

W = (

4
∑

j=1

Njzj) + c1 + ic2 (3.9)

(we have rescaled the vi, such that si = (κ/4)1/3vi, s4 = ℓ ). The potential coming

from these K and W is the same studied in [1], with b3 = 4, a1 = a2 = a3 = 1/3 and

a4 = 4/3.

• When h2,1
untw = 1, the third cohomology group has dimension equal to 4. In this

case, under the orbifold and the orientifold projections only the real component U of

one complex structure modulus survives. In particular for these cases we can write

w1 = x1 + iy1, w2 = x2 + iy2 and w3 = x3 + iUy3. Knowing that Ω ∝ dw1∧dw2∧dw3

and imposing the condition i
∫

Y Ω ∧ Ω̄ = 1, we can expand the holomorphic 3-form

on a basis of real harmonic 3-forms (α0 and α1 even, β0 and β1 odd) as:

Ω =
1√
U

α0 + 2
√

Uα1 + i

√
U

4
β0 + i

1

8
√

U
β1 (3.10)
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With the same procedure as above, one finds:

KQ = −2 ln(
1

8
ℓ0ℓ1) (3.11)

where ℓ0 ≡ 2Im(n0) = e−D√
U

and ℓ1 ≡ 2Im(n1) = 2e−D
√

U .

Following the steps described at the previous point, one can find that the Kähler

potential and the superpotential of Type IIA can be written, in M-theory language

as:

K = −3 ln(VX)

VX = s
1/3
1 s

1/3
2 s

1/3
3 s

2/3
4 s

2/3
5 (3.12)

W =

( 5
∑

j=1

Njzj

)

+ c1 + ic2 (3.13)

The potential is the one given in [1], with b3 = 5, a1 = a2 = a3 = 1/3 and a4 = a5 =

2/3.

3.1.2 h1,1
(−)untw = 4: new vacua

We have seen that when u1 = u2, the basis of harmonic (1,1)-forms is made up of one more

elements, with respect to the previous case, i.e. ω4 ∝ (dw1 ∧dw̄2̄ −dw2∧dw̄1̄). The Kähler

form is expanded on this basis:

J =

4
∑

i=1

vi ωi (3.14)

The Kähler potential for the Kähler moduli is then:

Kk = − ln

(

κv1v2v3 −
1

2
κv3v

2
4

)

(3.15)

where now κ =
∫

ω1 ∧ ω2 ∧ ω3 = −
∫

ω3 ∧ ω4 ∧ ω4.

The 4-form F f
4 is expanded as before on the four basis elements ω̃i: F f

4 = Niω̃i. Its

contribution to the superpotential is again given by
∑4

i=1 Niti.

The discussion of the complex structure sector remains the same as the case of

h1,1
(−)untw = 3. The superpotential is given by the formulae above, but with one more

term given by N4v4.

The total Kähler potential is the sum of KQ as given in the previous subsection and

the expression (3.15) for Kk. If we translate it in M-theory language, we see that the

resulting Kähler potential cannot be written in the form − ln VX with VX given in (2.7).

So this is the case that still needs to be considered in order to complete the study of the

stabilisation of the untwisted moduli in orientifold of Type IIA orbifold compactification

with all possible ZN and ZN ×ZM orbifold groups. In this work we will study the potential

in the case h2,1
untw = 0 and we will argue that the case h2,1

untw = 1 is qualitatively similar.

This study is important not only for Type IIA, but also for M-theory flux compactifi-

cations. This is because the analysis of the potential is formally the same in the M-theory

dual, and this dual is not included in the ensemble studied in [1]. It is interesting to see if

there are some modification of those results with a different Kähler potential.
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4. Type IIA orientifolds with h
1,1
(−)untw

= 4 and h
2,1
untw = 0 and M-theory

duals

4.1 Moduli stabilisation

In this section we will study the moduli potential for the ensemble of flux vacua relative

to the orbifold models with h1,1
(−)untw = 4 and h2,1

untw = 0. They are described by the Kähler

potential and the superpotential given in the previous section.

The Kähler potential is the sum of(3.5) and (3.15):

K = − ln
(

κv1v2v3 − κv3(v4)
2/2

)

− ln

(

1

4
ℓ4

)

(4.1)

We define {sI} ≡ {vi, ℓ}. From the Kähler potential we can compute the metric on

the moduli space gIJ̄ = 1
4KIJ. Even though it is not of diagonal form, as that obtained for

the case h1,1
(−)untw = 3, we can diagonalise it; the eigenvalues are given by:

{

4

ℓ2
,

1

v2
3

,
2
(

v2
1 + v2

2 + v2
4 −

√

(v2
1 + v2

2 + v2
4)

2 − (v2
4 − 2v1v2)2

)

(v2
4 − 2v1v2)2

, (4.2)

2
(

v2
1 + v2

2 + v2
4 +

√

(v2
1 + v2

2 + v2
4)

2 − (v2
4 − 2v1v2)2

)

(v2
4 − 2v1v2)2

,
2

2v1v2 − v2
4

}

We want this metric to be positive definite. We note that all the eigenvalues are positive,

except for the last; thus, the positiveness of the metric requires

2v1v2 − v2
4 > 0 . (4.3)

The superpotential is given by:

W =

4
∑

i=1

Niti + N5L + c

= W1 + iW2

=

( 4
∑

i=1

Nibi + N5ξ + c1

)

+ i

( 4
∑

i=1

Nivi + N5ℓ + c2

)

(4.4)

where ti = bi + ivi, L = ξ + iℓ and c = c1 + ic2.

The corresponding potential is obtained from the standard four dimensional super-

gravity expression (2.8):

V = eK
(

gIJ̄FI F̄J̄ − 3|W |2
)

, (4.5)

where we have defined {zI} ≡ {ti, L} and {NI} ≡ {Ni, N5} with

FI ≡ DzIW ≡ (∂zI + ∂zIK)W = NI +
1

2i
∂sIK W. (4.6)

Defining further the derivative of K as:

KI ≡ ∂sIK(s), KIJ ≡ ∂sI∂sJ K = 4gIJ̄ (4.7)
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we can write the potential as:

V = eK
(

4KIJ(ReFI)(ReFJ) + KIJKIKJW 2
1 − 3W 2

1 − 3W 2
2

)

= eK
(

4KIJNINJ + 4c2W2 + 4W 2
1

)

. (4.8)

where we have used the expression for W and the relations
∑

i

vi∂iKk + ℓ∂ℓKQ = −7,
∑

j

vi∂i∂jKk = −∂jKk ℓ∂2
ℓ KQ = −∂ℓKQ (4.9)

Since W1 is the only object that depends on the axions and everything else in (4.8) depends

only on the geometric moduli, it is clear that any critical point of V will fix
∑

i

Nibi + N5ξ + c1 = 0 (4.10)

and therefore W1 = 0 ⇒ ImFI = 0. Apart from this, the axions are left undetermined,

and they decouple from the geometric moduli. Non-perturbative effects will generate a

potential for the axions: since they live on a compact space, they will be stabilised by this

potential. From now on we will work on the slice of moduli space which does not include

the axions, so we can write

V = eK
(

4KIJNINJ + 4c2W2

)

(4.11)

Supersymmetric solutions are determined by

FI = DIW = 0 (4.12)

which in our case are given by

Ni +
1

2
KiW = 0 N5 +

1

2
KℓW = 0 (4.13)

Inserting the expressions for Ki, Kℓ and W and solving in the moduli, one gets one solution:

{v1, v2, v3, v4, ℓ} =

{

2c2N2

5(N2
4 − 2N1N2)

,
2c2N1

5(N2
4 − 2N1N2)

,− c2

5N3
,

2c2N4

5(N2
4 − 2N1N2)

,− 4c2

5N5

}

(4.14)

The other vacua are critical points of the potential, i.e. solutions of the equations:

∂IV = 0 . (4.15)

Careful analysis of such equations shows that there are 11 distinct solutions with completely

stabilised real moduli, including the aforementioned supersymmetric one (see the appendix

for details).

We will mainly focus on two solutions which are the most interesting to us: the super-

symmetric one and a second non-supersymmetric AdS solution which turns out to be the

absolute minimum of the scalar potential and is given by

{v1, v2, v3, v4, ℓ} =

{

4c2N2

5(N2
4 − 2N1N2)

,
4c2N1

5(N2
4 − 2N1N2)

,− 2c2

5N3
,− 4c2N4

5(N2
4 − 2N1N2)

,− 2c2

5N5

}

(4.16)
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Physical consistency of the solutions and validity of the supergravity end effective field

theory approximations constrains the parameters of the model (c2 and the fluxes Ni). We

will describe in detail such physical consistency conditions and what constraints they imply

on the parameters of the two solutions mentioned above. In the appendix we will briefly

discuss the properties of the other nine solutions.

As noted in (4.3) positiveness of the kinetic matrix requires

2v1v2 − v2
4 > 0 (4.17)

which implies, on both the supersymmetric vacuum and the AdS absolute minimum:

2N1N2 − N2
4 > 0 . (4.18)

We now introduce the variable

m =
N2

4

2N1N2
(4.19)

in terms of which the previous inequality is expressed as

0 < m < 1 . (4.20)

The second requirement is the positiveness of the compactification volume. In string

frame and in string units, it is given by:

V̂ = κv1v2v3 − κv3v
2
4/2 =

κv3

2
(2v1v2 − v2

4) (4.21)

Taking into account the condition (4.3), this implies κv3 > 0. The corresponding constraint

on our two solutions is

κc2N3 < 0 (4.22)

A third condition comes from the dilaton modulus ℓ. It is related to the four dimen-

sional dilaton D and the ten dimensional dilaton φ as

ℓ = e−D = V̂1/2e−φ (4.23)

which has to be a positive quantity. For both solutions we have:

c2N5 < 0 (4.24)

The value of the scalar potential on the two extremal points we are considering is

given by

V =







9375
32

(m−1)N3N2
4 N4

5

c52κm
susy

3125
8

(m−1)N3N2
4 N4

5

c52κm
min

(4.25)

Taking into account all the conditions we have derived up to now, this shows that the two

solutions are both AdS. The case N4 = 0 is excluded because it gives v4 = 0. Once given

all the physical solutions, which are reported in the appendix, we can easily conclude, by

direct comparison, that the second solution is indeed an absolute minimum of the potential.
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We now come to the issue of stability of the solutions that we obtained. An AdS

critical point S does not have to be a local minimum to be perturbatively stable. It is

sufficient that the eigenvalues of the Hessian of V are not too negative compared to the

cosmological constant, and more precisely that the Breitenlohner-Freedom bound [16] is

satisfied:
∂

∂ŝH

∂

∂ŝK
V |S − 3

2
V |SδHK > 0 (4.26)

The derivatives are taken with respect to the scalars with canonically normalised kinetic

term. This requires to diagonalise the Kähler metric and rescale the moduli. Some simple

linear algebra considerations1, allows us to reduce the above condition to the simpler one

∂I∂JV |S − 3

4
V |SKIJ |S > 0 (4.27)

where now the derivatives are done with respect to the original moduli. A necessary and

sufficient condition for a finite size matrix to be positive definite is that the determinants

of all the diagonal minors are positive. Calculation of these determinants is not hard and

shows that both vacua are stable.

We briefly summarise here the results for the generic solutions to the vector equa-

tion (4.15) which are described in greater detail in the appendix. There are in total 11

physical extremal points of the potential. Nine of them are AdS vacua but only eight

satisfy the condition in (4.27), for generic values of c2, NI . The remaining two extremal

points are dS vacua. In order to be metastable they must be local minima of the potential:

both of them are unstable, presenting tachyonic directions. This also happens for dS vacua

in models with h1,1
(−)untw = 3, as proven in [1]. So in the class of models we are analysing,

there are no stable dS vacua.

Twisted moduli. We now come to a brief analysis of the contribution of the Kähler

twisted moduli2. If we take for example the T 6/Z4 orbifold [17], their introduction modifies

K and W2 as

Ktw = − ln

(

κv1v2v3 − κv3(v4)
2/2 +

v3α

2

14
∑

A=4

v2
A +

β

6

26
∑

B=15

v3
B

)

− ln

(

1

4
ℓ4

)

(4.28)

= K − ln

[

1 + eKk

(

v3α

2

14
∑

A=4

v2
A +

β

6

26
∑

B=15

v3
B

)]

(4.29)

W tw
2 = W2 +

14
∑

A=4

NAvA +

26
∑

B=15

NBvB (4.30)

Here α and β are the intersection numbers of the cycles obtained by resolving the orbifold

singularities.

In our analysis, we have considered that

Ktw ≈ K W tw
2 ≈ W2 (4.31)

1The details are given in the appendix
2The analysis for the twisted complex structure moduli is analogous and we will not report it here.
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This approximation is reliable as long as some constraints on the values of the fluxes

(NA, NB) associated with the resolved cycles are satisfied. Let us consider the corrections

to the supersymmetric vacuum which is determined by the equation

∂IW
tw +

1

2
∂IK

twW tw = 0 (4.32)

For I = 1, . . . , 5, if we neglect the contribution of the twisted moduli, we obtain the

previous solution. Focusing on the equation for I = A,B we can check the consistency of

our approximation. The leading order expansion gives

∂AW tw
2 +

1

2
∂AKW2 ≈ NA − 1

2
αeKkv3vAW2 (4.33)

We recall now that, neglecting the twisted moduli

vI ∼ c2

N
I = 1, . . . , 5 (4.34)

where N is the typical scale of the fluxes {NI}1≤I≤4. We thus conclude that

vA ∼ c2

N

NA

N
(4.35)

A similar analysis for I = B shows

vB ∼ c2

N

N
1/2
B

N1/2
. (4.36)

It is thus enough to choose

NA,B ≪ N (4.37)

to have a consistent solution.

For the non supersymmetric solution, one can perform a similar perturbative analysis

considering the more complicated equations ∂IV and draw similar conclusions: the twisted

moduli are fixed by fluxes on the resolving cycles, and if these fluxes are much smaller than

the fluxes on the normal cycles, then the physical quantities are mainly determined by the

untwisted moduli.

4.2 Physical consistency checks

In this section we study the validity of our supergravity and effective field theory treatment

analysing the different parameters of the solutions. The quantities involved are the ten

dimensional Planck scale mp, the string scale ms, the compactification volume in Einstein

frame VolE , the compactification volume in String frame VolS , the string coupling gs and

the Kaluza-Klein scale mKK and the four dimensional Planck mass M4. These are related

to each other as follows:

m8
p =

M2
4

VolE

m2
s = g1/2

s m2
p
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VolE = g−3/2
s VolS

m2
KK =

1

Vol
1/3
E

(4.38)

The other quantities involved are the cosmological constant Λ and the gravitino mass

m3/2.

All these quantities depend on the moduli and must be evaluated on the vacua. In

particular one can see that those belonging to the first group depend only on V̂ = κv3(v1v2−
1
2v2

4) and ℓ. In particular, using the fact that VolS = V̂ ·m−6
s and that gs = V̂1/2

ℓ , one gets:

m2
p =

V̂1/2

ℓ3
M2

4 m2
s =

V̂3/4

ℓ7/2
M2

4 m2
KK =

V̂2/3

ℓ4
M2

4

VolE =
ℓ12

V̂2
M−6

4 VolS =
ℓ21/2

V̂5/4
M−6

4 (4.39)

All these quantities are written in units of the four dimensional Planck mass M4.

We remember that the cosmological constant and the gravitino mass are given by:

Λ = V (sI ;NI)M4
4 m2

3/2 = eK(sI)|W (sI ;NI)|2 M2
4 (4.40)

where V , K and W are dimensionless functions of the moduli and of the fluxes.

To control α′ and gs corrections we must have

VolS ≫ m−6
s (⇐⇒ V̂ ≫ 1) , gs ≪ 1 (4.41)

One can check that these two conditions imply VolE ≫ m−6
p and hence the validity of the

supergravity approximation.

Moreover we require to have a meaningful four dimensional effective theory, decoupled

from the KK modes. Hence we need that the Hubble scale H defined by H2 = |Λ|
M2

4
, is less

than the KK scale mKK. Putting M4 = 1, this means:

|Λ| ≪ m2
KK (4.42)

In order to have decoupling of the moduli and the gravitino we must finally have

mv,m3/2 ≪ ms,mKK. (4.43)

We set logarithmic scales ρ and λ which fix the level of confidence of our approximation.

The consistency conditions are thus:

V̂ > 106λ

gs < 10−ρ

|Λ|/m2
KK < 10−2λ

m2
3/2/m

2
s < 10−2λ

m2
3/2/m

2
KK < 10−2λ

(4.44)

We will discuss the conditions on mv later.
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We introduce new variables γ, µ and n defined by

eγ = |c2|

eµ = |N3|
(1 − m)

κm
N2

4 = κ−1|N3|(2N1N2 − N2
4 ) (4.45)

en = |N5|

Since generic values of the moduli for the two solutions under examination are proportional

to c2
N with N a generic flux, if c2 is too small we have very small cycles and thus breakdown

of α′ expansion. For such reason we can assume γ > 0.

One can study the consistency conditions (4.44) both for the supersymmetric vacuum

and to the absolute minimum. Here we present the computations for the latter case.

The physical quantities which appear in (4.44) are expressed in terms of the vari-

ables (4.45) as:

V̂ =
16

125
e3γ−µ

gs =
2√
5
en+γ/2−µ/2

|Λ| =
3125

8
e4n−5γ+µ

m3/2 =
28125

64
e4n−5γ+µ

mKK =
25

24/3
e4n−2γ−2µ/3

ms =
55/4

√
2

e
1
4
(14n−5γ−3µ)

Substituting these expression in (4.44) and taking the logarithm, we reduce to a set of

linear inequalities which involve only γ, µ, n, λ:

V̂ > 106λ → µ < 3 γ − 13.8λ − 2.1

gs < 10−ρ → µ > γ + 2n + 4.6 ρ − 0, 2

|Λ|/m2
KK < 10−2λ → µ < 1.8 γ − 0.1λ − 2.2 (4.46)

m2
3/2/m

2
s < 10−2λ → µ < −0.3n + 2.1 γ − 2.6λ − 2.5

m2
3/2/m

2
KK < 10−2λ → µ < 1.8 γ − 2.8λ − 2.3

where we have approximated the numerical quantities, just to have an idea of the form of

the inequalities.

We will present a graphical analysis of such inequalities in the γ −µ and n−µ planes:

one can draw a set of straight lines which represent the boundary of the region of validity

of each inequality. Intersecting all such regions we will get the allowed subset of the space

of parameters. First of all, we notice that taking larger and larger n one restricts the region

of validity of the inequalities. For this reason, we first study the problem for fixed n = 0

(corresponding to N5 = 1), i.e. its minimal value. In figure 1, we show an example for
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Figure 1: ρ = 1, λ = 1. The coloured region of the (φ, µ)n=0 parameter space is excluded by the

consistency conditions.
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Figure 2: ρ = 1, λ = 1. The coloured region of the (n, µ)γ=30 parameter space is excluded by the

consistency conditions.

fixed values of ρ and λ. The two straight lines are relative to the conditions gs ≪ 1 and

|Λ|/m2
KK ≪ 1. Actually one can see that for the fixed values of λ, ρ and n, requiring only

gs ≪ 1 and |Λ|/m2
KK ≪ 1 is enough to have all consistency conditions (4.44) satisfied. The

excluded region is coloured in grey. From this graph we see that we have acceptable vacua

only for large values of |c2| = eγ . In particular, for ρ = 1 and λ = 1 we have |c2| & 106.

Then we fix one value of γ and find the region of validity in the n−µ space. For ρ = 1,

λ = 1 and γ = 30 (c2 ∼ 1013), the allowed region is drawn in figure (2). From it we note

that only solutions corresponding to extremely small values of N5 are acceptable.

So far, we have not considered the condition that the masses of the moduli should be

smaller than the KK scale mKK. Since we have neglected the KK modes, this is necessary

for the consistency of our analysis. Moreover, we have stayed within the Ricci flatness
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approximation, assuming that the fluxes do not modify sensitively the geometry of the 6D

manifold, in such a way that we can still consider it a Calabi-Yau. This approximation

is justified as long as the fluxes give the otherwise massless scalars a mass that is small

compared to the KK masses. In this way the light spectrum remains unaltered after the

introduction of fluxes, apart for the masses acquired by the moduli.

We compute the masses of the moduli in the absolute minimum. To do this compu-

tation, we assume that the uplift to a Minkowski vacuum (or dS with a tiny cosmological

constant) has been done. In this case the mass matrix is given by ∂̂I ∂̂JV , with derivative

done with respect to the canonically normalised scalars (see appendix). The eigenvalues of

this matrix are all of the same order of magnitude:

m2
v = e4n−5γ+µ+7 (4.47)

mv depends on fluxes and c2, through the quantities µ, n and γ. Imposing the condition

mv/mKK < 10−λ, one gets a further linear relation:

µ < 1.8 γ − 2.8λ − 4.2 (4.48)

One can draw this straight line in the graphs 1 and 2, and see that the allowed region stays

in the region selected by (4.46), giving no more constraints.

From these computations we have obtained the region of the parameters space corre-

sponding to consistent approximations. This region is populated densely (but discretely)

by vacua, as one can see looking at the expression (4.45). More precisely, once one fixes c2

and n, then there is a countable infinity of vacua that realize µ between the two bounds.

This happens because the combination (2N1N2 − N2
4 ) can remain relatively small even if

the fluxes N1, N2 and N4 become arbitrarily large. If there were no bound on these fluxes,

then there would exist an infinity of vacua with moduli stabilised and with a valid four

dimensional description. This infinite number of vacua would be an important difference

with respect to vacua coming from h1,1
(−)untw = 3 orbifold models. In that case, the consis-

tency of α′ expansion requires the moduli vi to be large. Since in that solution vi ∼ c2/Ni,

this implies an upper bound on Ni. This is true in the models studied here only for the v3

modulus (we are referring to the two vacua on which we focused). This gives a bound on

N3 (N3 . c2). On the other hand the fluxes N1, N2 and N4 can be taken arbitrary large

values, the only condition being that the combination N2
4 − 2N1N2 remains smaller than

c2N1, c2N2 and c2N4.

Luckily, there is one further consistency requirement that we have not considered yet.

Supersymmetrisation of higher derivative curvature terms gives rise to terms proportional

to powers of |F4|2. Even keeping the combination N2
4 − 2N1N2 small, large volumes of the

single Ni will lead to large values |F4|2. For example, from the expression of the metric for

the Kähler moduli we can easily derive what is contribution of a single power of |F4|2
∫

F4 ∧ ⋆F4 ∝ 2N4
1 + 2N4

2 + 2N4
3 + N2

4

(

N2
4 + 4N2

1 + 4N2
2 + 4N1N2

)

(4.49)

In general we can expect that large values on Ni will give rise to large fluxes; higher

derivative terms in the effective action are multiplied by powers of

ℓ2
s ∝

(

2N1N2 − N2
4

)3/2
(4.50)
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This says that the fluxes N1, N2 (and N4) cannot be arbitrarily large. With this condition,

the number of reliable vacua becomes finite and a statistical analysis is possible.

In Type IIB the bound on fluxes was given by the tadpole cancellation conditions

on the D3-brane charge, that involved the 3-form fluxes. Here the tadpole cancellation

conditions do not imply bound on fluxes. This is a difference also with respect to the Type

IIA ensemble of vacua studied in [8], where the D6-charge cancellation implied constraint

on the H3 fluxes. Here this does not happen because m = 0 and therefore H3 does not

enter in the D6 tadpole cancellation condition. However we have a bound on the H3 flux,

coming from requiring ℓ & 1: N5 . c2.

Consistency checks in M-theory dual vacua. We have seen that the Type IIA vacua

described above have M-theory dual vacua.

We now consider the M-theory vacua dual to the Type IIA ones studied above. We have

seen that the form of the potential is the same in two cases, but that the physical meaning

of the quantities involved is different. We can simply translate the Type IIA solutions

in M-theory language3 and then see if these vacua are consistent with the supergravity

approximation of M-theory and with neglecting the KK modes.

The volume of compactification is given in M-theory by

VolX = VXm−7
P (4.51)

where mP is the eleven dimensional Planck scale. VX is given by (2.4). Substituting the

expansion of the 3-form Φ and knowing that si = κ1/3vi for i = 1, 2, 3 and s4 = ℓ, we

obtain:

VX = (V̂ℓ4)1/3 (4.52)

Now, we express everything in units of the four dimensional Planck mass M4. From

the relations m9
P = 1

VolX
M2

4 and mKK = 1

VolX1/7 , one gets

VolX = V
9/2
X M−7

4 m2
P =

1

VX
M2

4 mKK2 =
1

V
9/7
X

M2
4 (4.53)

We see that they are all function of VX . The cosmological constant and the gravitino mass

are still given by (4.40).

We introduce the variables µ, n and γ (4.45). In terms of them

VX =
4

57/3
e

7
3
γe−

1
3
(4n+µ) (4.54)

while the cosmological constant and the gravitino mass are given by:

|Λ| =
3125

8
e−5γe4n+µ m3/2 =

28125

64
e−5γe4n+µ (4.55)

3In finding the minima of the potential in Type IIA we imposed some conditions on the validity of the

solutions, like the positiveness of the moduli space metric. The conditions coming from M-theory give the

same constraints on the solutions.
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Figure 3: λ = 1. The coloured region of the (γ−ν) parameter space is excluded by the consistency

conditions.

We see that for fixed c2 (= eγ) all these quantities depend on the fluxes through the

combination

eν ≡ e4n+µ = N4
5 |N3|(2N1N2 − N2

4 ) (4.56)

The consistency conditions are given by the reliability of the supergravity approxima-

tion, by the decoupling of KK modes and by asking the gravitino mass to be smallwith

respect to the KK scale:

VolX ≫ m−7
P

|Λ|
M2

4

≪ m2
KK m3/2 ≪ mKK . (4.57)

Substituting into these relations the expressions in terms of γ and ν, we get conditions

on γ and ν. Following an analogous procedure as in the previous section, we obtain the

allowed region in the γ − ν plane (see figure 3). The requirement on small moduli mass

with respect to mKK is automatically satisfied in this region.

Again there is a lower bound on c2, that in this case is c2 ∼ 2000. We note that there

is a range of c2 values for which there are M-theory vacua, but not Type II vacua consistent

with the approximations.

As for Type IIA the region of validity is densely populated by vacua. This happens

because we did not impose a bound on N1, N2, N4, but only on the combination (N2
4 −

2N1N2). In type IIA we obtained a bound on the values of N1, N2, N4 from the analysis

of higher derivative terms in the action. On physical grounds, these in general become

relevant whenever the energy of the fluxes is large enough. Similar considerations should

be applied to the M-theory case excluding thus large values of flux numbers.

4.3 Gravitino mass and moduli masses

The masses of the gravitino and of the moduli and the cosmological constant take the same

expression in both Type IIA vacua and M-theory ones. They all are proportional to

M = c
−5/2
2 e2n+µ/2 = c

−5/2
2 eν/2 (4.58)
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Figure 4: λ = 1. The straight line correspond to M = 10−7.

and they are of the order M · 103. One can compute what is the maximal value of M in

both the ensembles of vacua. To do this we take the logarithm of this expression, finding

one straight line in the γ−n−µ space for each value of M . In this way one can see what are

the possible values that can be realized in these vacua. Let us be more specific. Consider

the M-theory case, with λ = 1. Consider the figure 4. We have drawn the straight line

corresponding to Mmax = 10−7. Above this line we have points that realize bigger values

of M , while below this line M is smaller than Mmax. So the maximal value of the gravitino

and moduli masses is given by

mmax
Mth = 103MmaxM4 ∼ 1015GeV (4.59)

An analogous procedure can be applied to Type IIA vacua, giving

mmax
IIA ∼ 1012GeV (4.60)

As one can see from the analytic expression (4.58), increasing the value of c2 we can

get smaller values for M . In particular for large c2 there are vacua realizing small gravitino

mass.

We can be more explicit. Looking at the expressions (4.58), we see that once fixed

c2, its dependence on the fluxes is only through eν . Knowing the distributions of this

quantity over the set of vacua, one can find the distribution of for example m3/2 or Λ. In

particular one can count how many vacua there are corresponding to a given value of ν.

As we have seen previously, we get a finite answer, because the fluxes are bounded from

above. The distribution of eν is really different with respect to the h1,1 = 3 case, where

it is substituted by a product of integers eν = N1N2N3N
4
4 . In that case, small values of

eν are clearly suppressed with respect to large values, especially when the fluxes can take

very large values. In the present case, eν is the product of two integers times the difference

of two integers. This makes the distribution of eν peaked around small values and makes

more simple to get, for example, small gravitino mass and so intermediate supersymmetry

breaking scale M2
s ∼ m3/2 M4. This considerations are valid both in Type IIA and in

M-theory. In the last case quantities like Ms and Λ depend on the volume VX of the seven
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dimensional manifold [1]. When VX is given by (3.6) the distributions were studied in [1],

where it was found that small values for Ms are suppressed. If instead of (3.6), one uses

VX = s
1/3
3 (s1s2 −

1

2
s2
4)

1/3s
4/3
5 (4.61)

then the distribution will be peaked around smaller values of Ms. This is an important dif-

ference that shows that changing the Kähler potential can sensibly change the distributions

of physical quantities.

4.4 The other new case: h1,1
(−)untw = 4 and h2,1

untw = 1

To complete the study of orbifold models listed in section 3 (apart for Z3 and Z2 × Z2),

one should analyse the case h2,1
untw = 1. We do not expect qualitatively different results,

being the form of the Kähler potential similar to the one we have already studied.

We can easily compute the supersymmetric vacuum for this case. The Kähler potential

is given by K = Kk + KQ with Kk given in (3.15) and KQ in (3.11). The superpotential is

W =

( 4
∑

i=1

Nibi + N5ξ1 + N6ξ2 + c1

)

+ i

( 4
∑

i=1

Nivi + N5ℓ1 + N6ℓ2 + c2

)

(4.62)

The solution of DIW = 0 is

{v1, v2, v3, v4, ℓ1, ℓ2} =

{

2c2N2

N2
4 − 2N1N2

,
2c2N1

N2
4 − 2N1N2

,− c2

5N3
,

2c2N4

N2
4 − 2N1N2

,− 2c2

5N5
,− 2c2

5N6

}

(4.63)

This is a metastable vacuum. The Kähler moduli, as functions of the fluxes and c2 are

stabilised at the same values as in the previous case. It would be interesting to compute

the full set of solutions of ∂IV = 0 and see what is the absolute minimum of the potential

and if it presents the same features as we found for h2,1
untw = 0.

5. M-theory without fluxes

In the previous section we have described Type IIA vacua, dual to flux M-theory vacua

with a nonzero complex Chern-Simons invariant. Such kind of vacua have been studied

in [1] using the Kähler potential given by (2.7)

VX =

b3
∏

i=1

(si)
ai with

b3
∑

i=1

ai =
7

3
.

That choice was justified by the fact that (2.7) satisfies the necessary condition to be the

volume of a G2 holonomy manifold. In this work we have studied the same kind of vacua in

type IIA, with a different choice of Kähler potential, in the case of 5 moduli. In M-theory

language, the new Kähler potential satisfies the conditions required by G2 holonomy.

In [18, 19] the authors studied a further ensemble of M-theory vacua. They considered

zero flux background, and studied the potential generated by a non-perturbative superpo-

tential and the Kähler potential given by (2.7)
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The nonperturbative superpotential arises from strong gauge dynamics of a hidden

sector residing on a set of three dimensional submanifolds Qi. In M-theory, these subman-

ifolds generically do not intersect each other and do not intersect the standard model one;

for this reason, supersymmetry breaking is gravity mediated in these models. In [18, 19]

it was showed that the resulting potential generically stabilises all the moduli and all su-

persymmetric and non-supersymmetric minima were found. The superpotential appearing

there is:

W = A1e
ib1

P

I N
(1)
I zI + A2e

ib2
P

I N
(2)
I zI (5.1)

where bk = 2π/ck with ck the dual Coxeter numbers of the hidden sector gauge groups,

and Ak are numerical constant. The linear combinations
∑

I N
(k)
I zI (zI = tI + isI) are the

gauge coupling functions of the hidden sector gauge groups.

In the case N
(1)
I = N

(2)
I the supersymmetric vacuum is given [18, 19] by

sI =
aIν

NI
where ν = − 3(α − 1)

2(αb1 − b2)
(5.2)

with
A2

A1
=

1

α
e

7
2
(b1−b2) α−1

αb1−b2 (5.3)

It would be interesting to study the potential that arises using the non-perturbative

superpotential (5.1) and the Kähler potential given by (4.61) and see if one finds the

same qualitative properties found in [18, 19]. Here we simply compute the supersymmetric

vacuum. The supersymmetry equations DiW are given by:

(

b1N
(1)
I − 1

2
KI

)

A1 +

(

b2N
(2)
I − 1

2
KI

)

A2e
(b1 ~N(1)−b2 ~N(2))·~s ×

×
(

cos[(b1
~N (1) − b2

~N (2)) · ~t] + i sin[(b1
~N (1) − b2

~N (2)) · ~t]
)

(5.4)

Solving these equations imposing N
(1)
I = N

(2)
I and using the Kähler potential given

by (4.61), we find that the supersymmetric vacuum is given by:

s1 =
ν

3N1

1

1 − m
s2 =

ν

3N2

1

1 − m
s3 =

ν

3N3

s4 =
2ν

3N4

m

1 − m
s5 =

4ν

3N5
(5.5)

The solution is very similar to (5.2), apart for the combination m =
N2

4
2N1N2

appearing in

the s1, s2 and s4 moduli. We observed similar modification in the structure of the solutions

for the flux vacua going from the Kähler potential of [1] to ours (4.61). We recall that here

the N
(k)
I ’s are not fluxes, but the numbers selecting the 3-cycle Qk’s.

The same combination of the integers NI will presumably appear also in non-

supersymmetric metastable vacua. These could present some relevant differences with

respect to the results found in [18, 19]. It could be interesting to see how much they

change.
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6. Conclusions

In this paper we have studied a new ensemble of Type IIA flux vacua, in the CY with fluxes

approximation. We have derived them by duality with M-theory flux vacua introduced

in [10], where the author proved the moduli fixing in this setup. In practise, we have

considered a scalar potential for the moduli, where the superpotential is generated by form

fluxes and gauge fluxes and a particular form of the Kähler potential K is chosen. In

particular, the superpotential contains a constant term which is non vanishing in the case

of G2 or Type IIA CY compactifications which admit a non zero complex Chern-Simons

invariant. To our knowledge there is no obstruction to the existence of such compact

manifolds (although a proof of existence is also missing). The obtained scalar potential

describes moduli fixing both in Type IIA setup and in M-theory one, as the form is identical

in the two cases; what changes is the interpretation of the solution.

With this choice of the superpotential, the potential is simpler than that in [8]. This

allowed us to solve not only the supersymmetric equation DIW = 0, but even the equa-

tions ∂IV = 0. Actually we found all the extremal points, supersymmetric and non-

supersymmetric. In particular we obtained that the absolute minimum is not supersym-

metric.

The chosen form of the Kähler potential is suggested by studying toroidal orbifold

compactifications. We have seen that, neglecting the twisted moduli, this form is quite

general for about half of the orbifold models. We have also seen that it is consistent to

neglect the twisted moduli: the physical quantities depend in fact mainly on the untwisted

moduli. Finding the values the latter are fixed to is thus enough to study distributions

of some important physical quantities, such as the classical cosmological constant or the

gravitino mass. In Type IIA setup we have also seen that the tadpole cancellation condition

does not give bound on fluxes, contrary to Type IIB flux vacua studied in [20] and Type

IIA flux vacua studied in [8]. We derived a bound on fluxes by requiring the validity of the

supergravity approximation. To complete the study of orbifold models listed in section 3.1,

one should consider the case h2,1
untw = 1 and so study vacua coming from a new form of

K. We do not expect a main difference in the results, being the form of the two Kähler

potentials not so qualitative different.

The form of the Kähler potential we have used is also justified in M-theory by requir-

ing it to satisfy the necessary conditions given by G2 holonomy of the compactification

manifold. These conditions were used in [1] to guess the form of the Kähler potential

K = −3 ln VX to be given by the VX in (2.7). This expression does not include our form

of K, given by (4.61). Actually, studying the M-theory vacua given by this new form of

K gives some differences in the distributions of the physical quantities. For example, in

our ensemble of M-theory flux vacua it is easier to get small supersymmetry breaking scale

than in the ensemble studied in [1]. It would be interesting to find other forms of VX not

included in (2.7) and study moduli fixing and statistics of the resulting new vacua.

Another ensemble of M-theory vacua has been recently analysed in [19, 18]. It differs

from [1] in the superpotential, generated by non-perturbative effects, but not in the Kähler

potential. It would be interesting to repeat their analysis, using the form of K used in this
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present paper, and compare the results. Here we have briefly shown the supersymmetric

minimum obtained using our form of the Kähler potential and we have seen that the

difference with the previous result is in a particular combination of the parameters NI .

We have observed a similar difference between the generic flux vacua in studied in [1] and

those presented here.

The study of the set of vacua presented in this paper is made through a four dimensional

analysis as in [8]: one derives the effective four dimensional potential and minimizes it. One

can also try to solve directly the ten dimensional equations. In [21] the authors followed

this line and with a ten dimensional analysis they found the same results of [8]. See also [22]

for a ten dimensional approach to Type IIA and M-theory duals. It would be interesting to

make similar studies for the set of vacua described here. This could also clarify the origin

of the complex Chern-Simons term in Type IIA.
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A. Minimisation of the potential

In this section we discuss how to find the values of the stabilised moduli from the set of

equations

∂IV = 0 I = 1, . . . , 5 (A.1)

The potential V is given by

V = eK
(

4KijNiNj + 4c2W2

)

(A.2)

= 16

[

ℓ2N2
5

4
+N2

1 v2
1+N2

4 v1v2+N2
2 v2

2+N2
3 v2

3+2N4(N1v1+N2v2)v4+
1

2
(2N1N2+N2

4 )v2
4

+c2(c2 + ℓN5 + N1v1 + N2v2 + N3v3 + N4v4)

] [

κℓ4

(

v1v2v3 − v3
v2
4

2

)]−1

.

The corresponding equations are

E1 ≡ −v2[4c
2
2 + ℓ2N2

5 − 4N2
1 v2

1 + 4N2
2 v2

2 + 4N2
3 v2

3 + 4c2(lN5 + N2v2 + N3v3)] +

−4N4v2(c2 + 2N2v2)v4 − 2[N1(c2 + 2N1v1) + 2(N1N2 + N2
4 )v2]v

2
4 − 4N1N4v

3
4 = 0

E2 ≡ −v1[4c
2
2 + ℓ2N2

5 + 4N2
1 v2

1 − 4N2
2 v2

2 + 4N2
3 v2

3 + 4c2(lN5 + N1v1 + N3v3)] +

−4N4v1(c2 + 2N1v1)v4 − 2(c2N2 + 2(N1N2v1 + N2
4 v1 + N2

2 v2))v
2
4 − 4N2N4v

3
4 = 0

E3 ≡ −4c2
2 − ℓ2N2

5 − 4(N2
1 v2

1 + N2
4 v1v2 + N2

2 v2
2 − N2

3 v2
3) − 8N4(N1v1 + N2v2)v4 +

−2(2N1N2 + N2
4 )v2

4 − 4c2(lN5 + N1v1 + N2v2 + N4v4) = 0

E4 ≡ 4N4v1v2(c2 + 2N1v1 + 2N2v2) + (4c2
2 + ℓ2N2

5 +4c2(lN5+N1v1+N2v2 + N3v3) +

+4(N2
1 v2

1+2(N1N2+N2
4 )v1v2+N2

2 v2
2+N2

3 v2
3))v4+2N4(c2+2N1v1+2N2v2)v

2
4 = 0
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E5 ≡ −8c2
2 − ℓ2N2

5 − 8(N2
1 v2

1 + N2
4 v1v2 + N2

2 v2
2 + N2

3 v2
3) − 16N4(N1v1 + N2v2)v4 +

−4(2N1N2 + N2
4 )v2

4 − c2(6ℓN5 + 8(N1v1 + N2v2 + N3v3 + N4v4)) = 0

Combining E1 with E2 we get

v1E1− v2E2 ≡ (2v1v2 − v2
4)(N1v1 − N2v2)(c2 + 2(N1v1 + N2v2 + N4v4) = 0 (A.3)

The first factor is proportional to V̂ and thus cannot vanish. We also combine E5 with E3

obtaining

E5 − 2E3 ≡ (lN5 − 4N3v3)(2c2 + ℓN5 + 4N3v3) . (A.4)

We have thus four possible branches of solutions specified by the choice of vanishing factors

in (A.3),(A.4). Let us consider the first branch:

N1v1 − N2v2 = 0 (A.5)

lN5 − 4N3v3 = 0 , (A.6)

solve these equations for v2, l and plug the solution into the remaining three equations. We

can then solve the resulting system and get 11 solutions. Five of them have vanishing or

imaginary moduli and only six are acceptable:

Sn =
(

v
(n)
1 , v

(n)
3 , v

(n)
4 ) n = 1, . . . , 6 (A.7)

with

S1 =

(

2c2N2

5
(

−2N1N2 + N2
4

) ,− c2

5N3
,

2c2N4

10N1N2 − 5N2
4

)

S2 =

(

2c2N2

−2N1N2 + N2
4

,− c2

N3
,− 2c2N4

−2N1N2 + N2
4

)

S3 =









−
N2

(

2c2N1N2N4 − c2N
3
4 +

√
6
√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
)

5N4

(

−2N1N2 + N2
4

)2 ,

−4c2 +

√
6

q

c22N2
4 (−2N1N2+N2

4)
2

2N1N2N4−N3
4

10N3
,
2c2N1N2N4−c2N

3
4 +

√
6

√

c2
2N

2
4

(

−2N1N2+N2
4

)2

5
(

−2N1N2+N2
4

)2









S4 =









N2

(√
6
√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
+ c2

(

−2N1N2N4 + N3
4

)

)

5N4

(

−2N1N2 + N2
4

)2 ,

−4c2 +

√
6

q

c22N2
4 (−2N1N2+N2

4)
2

−2N1N2N4+N3
4

10N3
,

−
√

6

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
+ c2

(

−2N1N2N4 + N3
4

)

5
(

−2N1N2 + N2
4

)2





– 29 –



J
H
E
P
1
2
(
2
0
0
7
)
0
8
5

S5 =









−10c2N1N2 + N4

√

130c2
2N1N2 −

40
√

10
q

c42N2
1 N2

2(−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1

(

2N1N2 − N2
4

) ,

[

10c3
2N

2
1 N2

2

(

−2N1N2 + N2
4

)

+ 2
√

10c2N1N2

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2
+

+c2
2N1N2N4

(

2N1N2 − N2
4

)

√

√

√

√

130c2
2N1N2 −

40
√

10
√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4

+

−2N4

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

√

√

√

√

13c2
2N1N2−

4
√

10

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

2N1N2−N2
4

]

[

2c2N1N2N3

(

2N1N2 − N2
4

)

×

×






10c2N1N2 − N4

√

√

√

√

130c2
2N1N2 −

40
√

10
√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4







]−1

,

5c2N4 −
√

130c2
2N1N2 −

40
√

10
q

c42N2
1 N2

2 (−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1N2 − 10N2
4









S6 =









−
10c2N1N2 + N4

√

130c2
2N1N2 −

40
√

10
q

c42N2
1 N2

2(−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1

(

2N1N2 − N2
4

) ,

[

10c3
2N

2
1 N2

2

(

−2N1N2 + N2
4

)

+ 2
√

10c2N1N2

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2
+

+c2
2N1N2N4

(

−2N1N2 + N2
4

)

√

√

√

√

130c2
2N1N2 −

40
√

10

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

2N1N2−N2
4

+

+2N4

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

√

√

√

√

13c2
2N1N2−

4
√

10
√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

2N1N2 − N2
4

]

[

2c2N1N2N3

(

2N1N2 − N2
4

)

×

×






10c2N1N2 + N4

√

√

√

√

130c2
2N1N2 −

40
√

10

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4







]−1

,
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5c2N4 +

√

130c2
2N1N2 −

40
√

10
q

c42N2
1 N2

2 (−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1N2 − 10N2
4









Let us now consider the second branch

N1v1 − N2v2 = 0 (A.8)

2c2 + ℓN5 + 4N3v3 = 0 , (A.9)

solve again the equations for v2, l and plug the solutions in the remaining equations. In

this case we have ten solutions out of which only five are physically acceptable.

S7 =

(

4c2N2

5
(

−2N1N2 + N2
4

) ,− 2c2

5N3
,

4c2N4

10N1N2 − 5N2
4

)

S8 =









N2

(

5c2N4

(

−2N1N2 + N2
4

)

+
√

10
√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
)

5N4

(

−2N1N2 + N2
4

)2 ,

c2
2N4

(

−2N1N2 + N2
4

)

√
10N3

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
,−

[

5c2N4

(

−2N1N2 + N2
4

)

+

+
√

10

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2

][

5
(

−2N1N2 + N2
4

)2

]−1




S9 =









−
N2

(

10c2N1N2N4 − 5c2N
3
4 +

√
10

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
)

5N4

(

−2N1N2 + N2
4

)2 ,

− c2
2N4

(

−2N1N2 + N2
4

)

√
10N3

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2
,

[

10c2N1N2N4 − 5c2N
3
4 +

+
√

10

√

c2
2N

2
4

(

−2N1N2 + N2
4

)2

][

5
(

−2N1N2 + N2
4

)2

]−1




S10 =









−
10c2N1N2 + N4

√

66c2
2N1N2 −

24
√

6
q

c42N2
1 N2

2(−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1

(

2N1N2 − N2
4

) ,

[

10c3
2N

2
1 N2

2

(

−2N1N2 + N2
4

)

− 10
√

6c2N1N2

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2
+

+c2
2N1N2N4

(

−2N1N2 + N2
4

)

√

√

√

√

66c2
2N1N2 −

24
√

6

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4

+
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−6N4

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

√

√

√

√

11c2
2N1N2−

4
√

6

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

2N1N2 − N2
4

]

[

10c2N1N2N3

(

2N1N2 − N2
4

)

×

×






10c2N1N2 + N4

√

√

√

√

66c2
2N1N2 −

24
√

6
√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4







]−1

,

5c2N4 +

√

66c2
2N1N2 −

24
√

6
q

c42N2
1 N2

2 (−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1N2 − 10N2
4









S11 =









−10c2N1N2 + N4

√

66c2
2N1N2 −

24
√

6
q

c42N2
1 N2

2(−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1

(

2N1N2 − N2
4

) ,

[

10c3
2N

2
1 N2

2

(

−2N1N2 + N2
4

)

− 10
√

6c2N1N2

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2
+

+c2
2N1N2N4

(

2N1N2 − N2
4

)

√

√

√

√

66c2
2N1N2 −

24
√

6

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4

+

+6N4

√

c4
2N

2
1 N2

2

(

−2N1N2+N2
4

)2

√

√

√

√

11c2
2N1N2−

4
√

6
√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4

]

[

10c2N1N2N3

(

2N1N2 − N2
4

)

×

×






10c2N1N2 − N4

√

√

√

√

66c2
2N1N2 −

24
√

6

√

c4
2N

2
1 N2

2

(

−2N1N2 + N2
4

)2

2N1N2 − N2
4







]−1

,

5c2N4 −
√

66c2
2N1N2 −

24
√

6
q

c42N2
1 N2

2 (−2N1N2+N2
4 )

2

2N1N2−N2
4

20N1N2 − 10N2
4









In the other two branches

c2 + 2(N1v1 + N2v2 + N4v4) = 0 (A.10)

ℓN5 − 4N3v3 = 0 (A.11)

and

c2 + 2(N1v1 + N2v2 + N4v4) = 0 (A.12)

2c2 + ℓN5 + 4N3v3 = 0 , (A.13)
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two of the remaining three equations are linearly dependent and thus we do not have moduli

fixing.

B. Properties of vacua and constraints

In this section we discuss the properties of the extremal point of the potential that we

have obtained and the condition for them to be physical. We do not perform a consistency

analysis like in the two cases of the supersymmetric vacuum and the absolute minimum both

because the generic case is not as interesting as those and because of high computational

complexity. As a first condition on the solutions, as already stated in section 4.1, the

kinetic term matrix KIJ must be positive definite. The eigenvalues of KIJ are given by
{

4

ℓ2
,

1

v2
3

,
2
(

v2
1 + v2

2 + v2
4 −

√

(v2
1 + v2

2 + v2
4)

2 − (v2
4 − 2v1v2)2

)

(v2
4 − 2v1v2)2

(B.1)

2
(

v2
1 + v2

2 + v2
4 +

√

(v2
1 + v2

2 + v2
4)

2 − (v2
4 − 2v1v2)2

)

(v2
4 − 2v1v2)2

,
2

2v1v2 − v2
4

}

and thus the metric is positive definite if and only if

2v1v2 − v2
4 > 0 (B.2)

Looking at the solutions Sn of the previous section, this is satisfied for

0 < m < 1 ∀n (B.3)

The second requirement is the positiveness of the compactification volume. In string frame

it is given by:

V̂ = κv1v2v3 − κv3v
2
4/2 =

κv3

2
(2v1v2 − v2

4) (B.4)

Taking into account the condition (B.3), this implies κv3 > 0, which is satisfied for















κc2N3 < 0 for n 6= 8, 9

κN4N3 < 0 for n = 8

κN4N3 > 0 for n = 9

(B.5)

A third condition comes from the dilaton modulus ℓ. It is related to the four dimensional

dilaton D and the ten dimensional dilaton φ as

ℓ = e−D = V̂1/2e−φ (B.6)

which has to be a positive quantity. For all the extremal points Sn this is equivalent to

c2N5 < 0 . (B.7)

The next step is to evaluate the potential V on the extremal points Sn in order to distinguish

different type of vacua and discuss their stability. We first summarise the results in the

table (B.9) and later discuss their derivation.
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For

κc2N3 < 0 (B.8)

we get

c2N4 < 0 c2N4 > 0

S1 AdS St AdS St

S2 dS Unst dS Unst

S3 dS Unst AdS St

S4 AdS St dS Unst

S5 AdS St AdS St

S6 AdS St AdS St

S7 AdS St AdS St

S8 Á Á AdS St

S9 AdS St Á Á

S10 AdS St AdS St

S11 AdS St AdS St

(B.9)

“AdS” = “Anti-deSitter”, “St” = “stable”, “Unst” = “unstable.

As noted in (B.5) S8,9 are the only two minima which are acceptable for c2N3 > 0 in

this case they are AdS but unstable for both signs of c2N4.

The distinction between dS and AdS vacuum is easily determined by the sign on the

potential evaluated on the solutions. When the extremal point Sn is a deSitter vacuum,

it is stable if the matrix ∂I∂JV |Sn is positive definite. On the other hand, an AdS critical

point Sn does not have to be a local minimum to be perturbatively stable. It suffices that

the eigenvalues of the Hessian of V are not too negative compared to the cosmological

constant, and more precisely that the Breitenlohner-Freedom bound [16] is satisfied:

∂

∂ŝH

∂

∂ŝK
V |Sn − 3

2
V |SnδHK > 0 (B.10)

The derivatives are done with respect to the scalar with canonically normalised kinetic

terms. This requires to diagonalise the Kähler metric and rescale the moduli. In fact the

relevant kinetic term expanded around the critical point Sn is (in four dimensional Planck

units):

gIJ̄∂µzI∂µz̄J̄ =
1

4
KIJ∂µsI∂µsJ + (axions term)

=
1

2
δHK∂µŝH∂µŝK + (axions term) (B.11)

From here we get the relation:

δHK =
1

2
KIJ |SnU I

KUJ
H (B.12)

where U is a non singular matrix which depends on the extremal point Sn. The expression

of the scalars sI in terms of canonically normalised scalars ŝK is

sI = U I
J ŝJ (B.13)
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We find also the relation between the derivatives:

∂

∂sI
= VI

K ∂

∂ŝK
where VI

KUJ
K = δJ

I (B.14)

Multiplying (B.10) by VI
KVJ

H and using the relations above, one gets the equivalent

condition:
∂

∂sI

∂

∂sJ
V |Sn − 3

4
V |SnKIJ |Sn > 0 . (B.15)

A necessary and sufficient condition for a finite size matrix to be positive definite is that

the determinants of all the diagonal are positive. Calculation of these determinants is not

hard and allows us to draw the conclusions reported in table (B.9)
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